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Abstract
Phylogenetic approaches to biogeography are rapidly becoming more sophisticated. Four types of models are being explored in the literature: (a) diffusion models, (b) island models, (c) hierarchical vicariance models (HVMs), and (d) reticulate models. Diffusion models are used primarily for phylogeographic inference but can also offer insights into geographic discontinuities of significance on longer time scales. For the island models, statistical approaches are now well developed and typically offer more detailed insight than parsimony analysis. In contrast, parsimony may still be the best option for HVM analysis, because existing statistical approaches do not yet accommodate dispersal. The proposed probabilistic models of reticulate scenarios remain poorly understood, even though they may currently do the best job of integrating diversification processes into biogeographic analysis. Statistical approaches are gaining in popularity across the field, in part because of the flexibility of stochastic modeling. This allows investigators to address important related processes, such as ecological interactions and climate change, in biogeographic inference.
INTRODUCTION

The idea that phylogenetic relationships can provide information on past geographic distributions is as old as evolutionary biology itself; indeed, biogeography was central to Darwin’s (1859) thinking about the origin of species. However, it was not until Hennig’s (1966) cladistic method of reconstructing genealogical relationships was applied to biogeography (Brundin 1965, 1966) that the field of phylogenetic biogeography was born.

Since then, many methods have been proposed on the basis of the idea that taxa sharing similar phylogenetic and distributional patterns must have shared a common biogeographic history. The earliest methods were based on the parsimony principle and were aimed at finding patterns of relationships among areas of endemism (reviewed in Humphries & Parenti 1999, Morrone & Crisci 1995). Many of them were rather loosely tied to models of biogeographic processes, and their proponents emphasized the need to focus on patterns and not process during inference. This led Ronquist (1995b) to label the methods “pattern-based.” Pattern-based methods establish connections between distributional patterns and evolutionary processes after the primary analytical results have been obtained (Brooks 2005, Parenti 2007). The classic pattern-based methods are Brooks parsimony analysis (Brooks 1985, Wiley 1988), component analysis (Nelson & Platnick 1981), and paralogy-free subtree analysis (Nelson & Ladiges 1996); more recent methods include three-area cladistics (Ebach et al. 2005a,b) and phylogenetic analysis for comparing trees (PACT; Wojciki & Brooks 2005).

Readers interested in a more detailed review of pattern-based approaches are directed elsewhere (Crisci et al. 2003, Humphries & Parenti 1999, Morrone 2009, Morrone & Crisci 1995, Parenti 2007). We restrict our attention entirely to event-based parsimony methods and more recent statistical approaches to biogeographic inference. Event-based parsimony methods rely on the parsimony principle, but unlike pattern-based methods they explicitly tie the costs that are minimized to events in biogeographic models (Ronquist 1995b, 2003). These models are quite similar to stochastic models; in our review we focus on the models and shift freely between event-based parsimony and statistical approaches to biogeographic inference.

Even though the power of the parsimony approach still has not been fully explored, biogeographers have increasingly turned their attention to probabilistic techniques in recent years. This trend is due to several factors, including the explosive increase in available molecular data sets, the rapid development of maximum likelihood (ML) and Bayesian techniques, and the power of parametric statistics in addressing relevant processes (see sidebar, Expanding Biogeographic Models) and discriminating among alternative hypotheses. Because current and future development is likely to focus on parametric approaches, this is where we put our emphasis in this review.

BIOGEOGRAPHIC MODELS

Four different classes of models have been considered in analytical biogeography (Figure 1). One of them represents distributions using continuous variables, and the others break distribution ranges into discrete units. In the continuous case, lineages are modeled as occupying points in a 2D or 3D landscape, and biogeographic processes correspond to movements in this landscape (diffusion models; Figure 1a). The geographically determined landscape can be combined with additional dimensions representing ecological or other factors. The landscape may be assumed constant or allowed to change over time.

The discrete models are based on geographic areas defined prior to analysis, and the processes correspond to events that change the biogeographic state, that is, the distribution of organisms. The discrete models ignore the movement of organisms within areas and instead focus on the
Figure 1

Model types considered in phylogenetic biogeography. Diffusion models are used primarily for phylogeographic analysis but may also be of interest in classical historical biogeography (a). Models that use discrete areas (A–D) fall into the categories of static island models (b), hierarchical vicariance models (HVMs) (c), and reticulate models (d). Static island models may allow variation over time in dispersal rates, $d_1$ to $d_3$, but areas are constant. Both HVMs and reticulate models assume different area configurations over time. The empirical examples shown here are the Hawaiian archipelago (island model), Gondwana breakup (HVM), and Northern Hemisphere biogeography (reticulate model).
EXPANDING BIOGEOGRAPHIC MODELS

Stochastic modeling allows biogeographers to integrate information from related disciplines in a rigorous statistical framework. Some interesting opportunities are listed below.

- Ecological niche modeling (ENM) uses the association between observed species occurrences and environmental variables (e.g., temperature, precipitation) to predict species ranges (Kozak et al. 2008). ENM can be used to infer distributional ranges when occurrence data are scarce (Pearson et al. 2007). Combined with paleoclimate data, ENM can project range predictions into the past (Evans et al. 2009, Graham et al. 2004, Smith & Donoghue 2010, Yesson & Culham 2006), which is clearly relevant for biogeographic reconstructions (Peterson et al. 1999, Smith & Donoghue 2010, Waltari et al. 2007, Weaver et al. 2006, Yesson & Culham 2006).


Vicariance: allopatric speciation in response to the appearance of a dispersal barrier; concordance across lineages may be implied, and peripatric patterns may be excluded.

HVM: hierarchical vicariance model

presumably much less frequent transitions between areas. If areas are appropriately defined, discrete models should be more powerful than continuous ones in reconstructing biogeographic patterns over long time scales. One reason for this can be illustrated by referring to the somewhat similar but more familiar problem of inferring phylogeny in the face of rate variation across sites in protein-coding sequences. If we treat all substitutions as equal (continuous biogeographic models), the frequent changes in the third codon position may swamp the rare, informative changes in the first and second positions. In particular, when the third position (movement within areas) is saturated, we do better by ignoring it completely than by treating all substitutions (all movement) as equal. For this and other reasons, historical biogeographers tend to prefer discrete models.

The discrete models come in three flavors: island models, hierarchical vicariance models (HVMs), and reticulate models. In island models, the focus is on the dispersal of organisms between areas (Figure 1b). The archetypical example is the analysis of movements among islands in an island group or island chain. However, island models are equally applicable to, for example, moving tectonic plates, habitat islands, isolated marine communities, or lowland regions separated by mountain ranges. Island models may allow dispersal rates to vary over time, and the islands themselves can appear (or possibly disappear) at different points in time.

An HVM describes the fragmentation of a contiguous ancient area by the successive appearance of dispersal barriers (Figure 1c). Each barrier splits an ancestral area into two, and it is assumed that this leads to frequent allopatric speciation, or vicariance, across the barrier. An HVM is often represented as a branching diagram of area relationships known as an area cladogram. The split-up of the Southern Hemisphere landmasses in the Mesozoic and Cenozoic is a classic example in which an HVM is considered appropriate.

In reticulate models, areas are allowed to undergo alternating cycles of fusion and splitting over time (Figure 1d). Splitting is associated with vicariance as in the HVM, whereas fusion leads
to geodispersal, that is, range expansion across a previous dispersal barrier. Splitting and fusion can be assumed to affect all lineages in the same way, but such models are difficult to analyze. More commonly, it is assumed that lineages can assemble independently into ancestral ranges in any combination, with only the splitting and fusion probabilities (or costs) shared across lineages. The evolution of the Laurasian landmasses in the Mesozoic and Cenozoic is a good example of a system in which a reticulate model might be appropriate.

**INFERENC METHODS**

**Parsimony**

Regardless of the model, biogeographic inference can be based on either parsimony or parametric statistics. Parsimony methods identify events and associate them with costs; inference is then based on finding the minimum-cost solutions. Randomization and permutation are frequently used for hypothesis testing, whereas bootstrapping and jackknifing are used to examine the robustness of estimates.

Parsimony methods used to dominate the field, but biogeographers are now rapidly shifting their focus to statistical approaches. Some reasons for abandoning parsimony include: (a) rates of processes and number of events are systematically underestimated; (b) many methods require difficult ad-hoc decisions about the relative costs of different events; (c) it is difficult to test alternative hypotheses; and (d) most methods ignore phylogenetic uncertainty and dating information, essential components in biogeographic analysis (Donoghue & Moore 2003, Sanmartín et al. 2008).

It is possible to address many of these shortcomings. For instance, phylogenetic uncertainty can be taken into account by averaging parsimony results over a tree set resulting from nonparametric bootstrapping (Micó et al. 2009, Ronquist 2003, Ronquist & Liljeblad 2001) or a Bayesian Markov chain Monte Carlo (MCMC) analysis (Huelsenbeck & Imennov 2002, Nylander et al. 2008). Nevertheless, parametric methods in statistics clearly offer a more flexible general framework for model building, parameter estimation, and hypothesis testing. Parsimony methods remain viable alternatives for some analyses mainly because of their speed and simplicity.

**Maximum Likelihood and Bayesian Inference**

Statistical approaches to historical biogeography are based on stochastic models that describe biogeography in terms of rates of processes and probabilities of events. Model parameters are estimated using an appropriate data set and either ML or Bayesian inference (BI) principles (Felsenstein 2003, Holder & Lewis 2003, Ronquist & Deans 2010, Yang 2006); only a brief summary of these approaches is given here.

ML finds the parameter values with the maximum likelihood of generating the observed data, typically by using numerical optimization techniques. Confidence in ML results is often assessed using auxiliary methods such as nonparametric bootstrapping. In contrast, BI produces a probability distribution on parameter values (the posterior distribution) given the model, the observed data, and a specification of background knowledge (the prior probability distribution). The posterior distribution is almost always estimated using MCMC techniques. Credibility intervals (the BI equivalent of confidence intervals) are based entirely on the posterior distribution.

In practice, BI and ML are often quite similar, and it is possible to mix the two approaches, as in integrated likelihood or empirical Bayes methods. BI is easy to apply to complex models, although it may be tricky to obtain adequate MCMC samples (convergence) in a reasonable amount of time. ML is technically more challenging and can be quite a bit slower than BI, but clever optimization algorithms can easily push ML performance past that of BI MCMC implementations.
An advantage of BI is that it produces credibility estimates as a by-product, whereas ML typically uses repeated optimization to obtain its confidence intervals, which increases the computational complexity considerably. However, repeated optimization uses nonparametric techniques (nonparametric bootstrapping in particular) that make the confidence intervals more robust in some ways, whereas plain BI credibility intervals are more sensitive to the adequacy of the underlying model. Both BI and ML offer powerful approaches to model testing and model choice, including likelihood ratio and Bayes factor comparisons. Both approaches are currently used in biogeographic inference.

**DIFFUSION MODELS**

**Stochastic Diffusion Analysis**

Lemmon & Lemmon (2008) pioneered statistical biogeographic inference based on diffusion models. They modeled movement of lineages as a random walk (Brownian motion) in a 2D landscape. ML was then used to infer dispersal routes and locations of ancestors in a phylogeographic context. Lemey et al. (2010) later developed a BI MCMC approach; they found a better fit to empirical data when the dispersal rate was allowed to vary over time and across lineages in the tree rather than being constant as assumed originally.

The diffusion model is quite appropriate when the phylogeny represents a gene tree, because each lineage then traces the history of a single gene copy through the individuals that carried it. At any single point in time, therefore, a lineage corresponds to a single individual, whose distributional range is necessarily small. Continuous diffusion models are particularly relevant when the time scale is short, the focus is on populations rather than species, and sampling of individual lineages is dense. This is the domain of phylogeography and population genetics, the fields studying the processes that influence the spatial distribution and genetic variation within and among closely related taxa (Knowles 2009).

It is more questionable whether diffusion models also work well when sampling is sparse and the focus is on patterns covering larger spatial and temporal scales. Over time, local diffusion processes should become saturated, and the only events we can hope to reconstruct are those involving the rare traversal of significant dispersal barriers caused by geological, climatic, or biotic factors. In other words, continuous diffusion gradually fills in contiguous areas, which results in sharper definition of discontinuities over time (cf. Figure 1). Eventually, the location of lineages within contiguous areas becomes essentially random, whereas the historical signal is restricted to the pattern of movement between areas. This is an important reason why historical biogeographers tend to emphasize discrete models.

Another set of problems with diffusion models is related to the difference between gene trees and species trees. Because diffusion models deal with gene trees, it appears desirable to accommodate population genetic processes, such as mutation and selection, when using diffusion models to infer the biogeographic history of populations or species (Bloomquist et al. 2010). It might eventually be possible to simultaneously model both rapid local diffusion of individuals within populations and rare events at the population level or above, and thus increase the accuracy of inferences at both levels. Only time will tell whether the increased sampling effort and computational complexity of such studies will be worthwhile for historical biogeographers.

Clearly, biological dispersal is not a uniform spatial diffusion process; real dispersal rates are strongly affected by climate, habitat, and biotic factors. Some of these influences can be incorporated as additional landscape dimensions representing 3D spatial heterogeneity (Excoffier et al. 2009, Knowles & Alvarado-Serrano 2010) or present and past environmental
layers (Carsten & Richards 2007, Knowles 2009, Richards et al. 2007). Indeed, the ease with which such factors can be incorporated is one of the most attractive features of diffusion models.

**Identifying Areas of Endemism**

Biogeographers often find it easy to identify suitable areas for discrete-model analysis, for instance, on the basis of geological features, habitat data, or the question under study. However, sometimes fuzzy boundaries and overlapping taxa make it difficult to circumscribe areas. In such cases, one can find appropriate distributional units for subsequent analysis by locating geographic discontinuities using methods based on continuous models. Stochastic diffusion analysis is one possibility (Bloomquist et al. 2010), but simpler parsimony techniques have also been proposed. For example, Szumik and colleagues (Szumik & Goloboff 2004, Szumik et al. 2002) developed an approach that minimizes the endemicity score of each cell in an arbitrary grid. Another possibility is biotic element analysis (Hausdorf & Hennig 2003), which uses a grid representation and Monte Carlo simulations to test for nonrandom distributions of species ranges.

**ISLAND MODELS**

**Fitch Parsimony and Related Methods**

The oldest parsimony-based method in biogeography, Fitch parsimony, or Fitch optimization, treats distribution simply as an unordered character and then minimizes the number of character changes. Fitch parsimony implies an island model in which the cost of moving between distributional states is the same regardless of the states and directions involved (Figure 2a). A straightforward extension is to order the states into a sequence and allow dispersals only between adjacent states (Maddison et al. 1992). This is the stepping-stone model (Figure 2b), which is frequently discussed in the context of island chains (Funk & Wagner 1995, Sanmartín et al. 2008).

In the most general case, a cost matrix is used to represent the relative ease with which organisms can move between areas in the model (Bremer 1995; Ronquist 1994, 1995a), an approach that is extremely powerful. For instance, event costs can be made proportional to distances between areas or reflect that it is easier to move in one direction than in the other. If it is possible to set the matrix scores to the logarithm of the dispersal probabilities, then the method becomes similar to ML inference. However, cost-matrix methods are rarely used in practice because of the lack of general techniques for estimating the appropriate event costs.

Fitch parsimony has been and is still used frequently for biogeographic analysis, especially for inferring ancestral areas (e.g., Harbaugh et al. 2009, Hileman et al. 2001, Hovmöller et al. 2010, Moore et al. 2002). In contrast, there are few, if any, examples of empirical studies using the stepping-stone or cost-matrix approaches. The difficulty of finding the right sequence of states or the appropriate event costs may be one reason for this. In addition, the stepping-stone and cost-matrix models are typically more difficult to set up properly in most parsimony software packages.

**Probabilistic Dispersal Analysis**

Probabilistic biogeographic models on discrete state spaces are based on continuous-time Markov chains (CTMCs), the same type of model as is used for the evolution of molecular sequences in statistical phylogenetics. CTMC models are most easily understood in terms of their instantaneous rate matrices, which describe the transition rates between states (Figures 2a–c, bottom).
By exponentiating the rate matrix, it is possible to obtain the transition probabilities over a finite length of time. These probabilities, in turn, form the basic currency of ML and BI analyses.

In what appears to be the first statistical analysis in phylogenetic biogeography, Nepokroeff et al. (2003) used CTMC models and ML to infer patterns of colonization and dispersal in the Hawaiian tree genus *Psychotria* (Rubiaceae). The Hawaiian Islands were grouped into four biogeographic
states, and two CTMC models were used to infer ancestral distributions. In the first model, all transition rates were assumed to be the same (Figure 2a). This is analogous to the Jukes-Cantor (JC) model of nucleotide substitution, which can be understood as a probabilistic version of Fitch parsimony. The second model was a stepping-stone model in which transitions were allowed only between adjacent island groups in the instantaneous rate matrix. This is achieved by setting the nonadjacent rates to zero (Figure 2b), which forces all long-distance dispersal to pass through the intermediate islands in a stepping-stone fashion. When such a stepping-stone matrix is exponentiated and the time scale is short, each transition probability will largely reflect the product of the step probabilities. As time increases, the transition probabilities will tend toward equality because of the increasing frequency of multistep dispersals. Regardless of whether the JC or stepping-stone model was used for dispersals between islands, the basic rate of island colonization (the dispersal propensity) was allowed to differ from the rate of molecular substitution (Nepokroeff et al. 2003).

The past years have witnessed an increasing interest in using CTMC island models, combined with either ML or BI inference (Maddison & Maddison 2007, Pagel 1999, Pagel et al. 2004), to estimate the rate of dispersal between areas or the degree of dispersal asymmetry within single-organism groups (Havran et al. 2009, McGuire et al. 2007, Olsson et al. 2006, Renner et al. 2010, Vanderpoorten et al. 2010).

Bayesian Island Biogeography

We appear to have been the first to propose the use of CTMC island models for statistical analysis of dispersal patterns across multiple groups (Sammartín et al. 2008). When data from many groups are combined, statistical power will increase, and it should become possible to analyze more complex CTMC models.

When the CTMC transition rates are allowed to take on any values, the general time-irreversible (GTI) model results. Time irreversibility means that the direction of change makes a difference in calculating probabilities. However, evolutionary biologists often assume time reversibility, both for mathematical convenience and because there is an implicit assumption that evolution is a steady-state equilibrium process. In such cases, the probability is the same regardless of the direction of change. The time-reversibility constraints are captured in the general time-reversible (GTR) model by expressing the rates as the product of two factors, each of which comes from a set of values summing to 1; such a set is known as a simplex. One simplex, $\pi$, describes the stationary probabilities of the model states; over time, the state probabilities of the CTMC will converge onto $\pi$ regardless of the starting point. The other simplex, $r$, describes the relative

---

**Figure 2**
Probabilistic analysis of island models; A–E indicate different areas or islands. (a) In the simplest case, all areas and dispersal rates are the same. (b) In the stepping-stone model, dispersal is allowed only between adjacent areas in a chain. (c) A general time-reversible (GTR) model allows relative carrying capacities ($\pi$) and intensities of biotic exchange ($r$) to differ among areas. The general time-irreversible (GTI) model is similar but also allows dispersal rates to be asymmetric (directional). Each model is represented by a diagram (a–c, top), in which the area of the circles is proportional to $\pi$ and the thickness of the arrows proportional to $r$, and by its instantaneous rate matrix (a–c, bottom). (d) In a Bayesian inference analysis using the GTR model of the Rand Flora pattern, which involves disjunct floras along the margins of the African continent, clear differences are revealed between the endemic South African flora (area D; high carrying capacity, low rates of biotic exchange), and the dynamic western African flora (area A; low carrying capacity, high rates of exchange) (Sammartin et al. 2010). The intense East-West exchange across the Sahara ($r_{AC}$) suggests a previous connection between these floras. A, Macaronesia–northwestern Africa; B, Mediterranean region; C, eastern Africa–southern Arabia; D, southern Africa; E, western Asia–eastern Palearctic.
intensity of exchange between pairs of states (Figure 2c, bottom). In the biogeographic context, $\pi$ corresponds to the relative carrying capacities of the areas and $r$ to the intensity of biotic exchange between them.

A common misconception is that the GTI does not converge onto a set of stationary state probabilities. It does; we simply cannot express the rates in terms of $\pi$ in the general case. Another common mistake is to think that rates are necessarily symmetric in a GTR model. They are not, but the rate ratio is constrained to be the same as the ratio of the stationary state probabilities. It is commonly assumed that a time-reversible CTMC is at equilibrium at the onset, such that the root states of a tree can be safely considered as drawn from $\pi$. In biogeography, however, $\pi$ may not describe the initial colonization probabilities accurately. For a drastic example, consider the case in which all islands are not present or inhabitable at the time of colonization.

A CTMC dispersal model, whether time-reversible or not, can be represented graphically by a set of circles and arrows; the areas of the circles are proportional to the stationary state probabilities, and the thicknesses of the arrows are proportional to the exchangeability rates (or the transition rates in the time-irreversible case) (Figure 2).

To further illustrate the interpretation of the GTR model in the biogeographic context, it may be helpful to derive the number of expected migrations, in a small amount of time, from an area $i$ to another area $j$. Because the vector $\pi$ describes the proportion of the total number of lineages, $N$, expected in each area, the source area $i$ will contain $N\pi_i$ lineages. The per-lineage rate of migration from area $i$ to area $j$ is $\pi_j r_{ij}$ (from the GTR rate matrix; Figure 2c). Finally, the number of migrants is affected by the relative dispersal propensity of the group, call it $\mu$. The total number of expected migrations is then equal to $N\pi_i r_{ij} \pi_j \mu$, that is, the total number of lineages in the source island ($N\pi_i$) multiplied by the carrying capacity of the recipient islands ($\pi_j$), the relative rate of biotic exchange between the two islands ($r_{ij}$), and the group-specific dispersal rate ($\mu$).

Simpler variants of the GTR model can be considered by introducing various constraints. One possibility is to allow unequal carrying capacities and exchangeability rates in the stepping-stone model; another is to allow unequal carrying capacities but to force exchangeability rates to be equal in the unconstrained model [analogous to the Felsenstein (1981) model for nucleotide characters].

We used BI and considered different CTMC models in analyzing dispersal patterns in the Canary Islands across a set of animal and plant phylogenies with a total of 954 terminals (Sanmartín et al. 2008). Each group was assumed to have its own characteristic dispersal rate, but other dispersal model parameters were shared across groups. The molecular data for each group were included in the analysis, along the distributional data, and MCMC sampling was performed across both phylogenetic and dispersal model parameters. Bayes factor analysis showed that the data favored the unconstrained GTR model over stepping-stone models and simpler unconstrained models. Biotic exchange occurred primarily between adjacent islands, whereas mainland-island exchange was rare and less dependent on geographic distance. The data were apparently not informative enough to allow effective inference of the parameters of the full GTI model.

We recently used the same approach in a continental setting to analyze the African Rand Flora, a phytogeographic pattern that involves related but disjunct floras along the margins of Africa and adjacent areas (Macaronesia, Horn of Africa–Southern Arabia, Eastern Africa, and South Africa) (Figure 2d). These subtropical floras are isolated from each other by ecological and climatic barriers such as the tropical lowlands of central Africa and the Saharan desert. The analysis differentiates the highly endemic South African flora (high carrying capacity, low biotic exchange) from the dynamic Macaronesian flora (low carrying capacity, high biotic exchange) and identifies intense past biotic exchange across the Sahara (Sanmartín et al. 2010).

Lemey et al. (2009) extended the approach in several important ways, perhaps most significantly by applying Bayesian stochastic variable selection, a technique for estimating which entries in the
CTMC transition matrix need to be nonzero to explain the data adequately. They also provide powerful tools for visualizing inferred scenarios on digital maps and demonstrate the utility of this approach in reconstructing the spread of viral pandemics.

Power is an important concern in statistical dispersal analysis. For example, consider a problem with ten trees, each with 100 tips and 10-kb sequence data. Inferring the parameters of a GTR rate matrix for the molecular data of each one of these trees can draw from a million observations of nucleotides (100 tips × 10,000 sites). Inference of dispersal model parameters, in contrast, relies on a single character (the distribution) scored across 10 × 100 tips, that is, 1,000 observations. With only 0.1% of the data, we cannot expect to estimate dispersal model parameters with the same precision as substitution model parameters.

Statistical analysis of island models could be extended in several interesting ways. For instance, carrying capacities or exchangeability rates might be allowed to vary over time. Reticulate scenarios could be approximated by having the intensity of biotic exchange reflect the connectivity between areas (Ree & Sanmartín 2009). The change points could be fixed prior to analysis, or the number and position of change points could be estimated as part of the analysis (Christin et al. 2008, Green 1995). Another fascinating possibility is the incorporation of explicit birth-death models of diversification with island-specific rates of speciation and extinction.

HIERARCHICAL VICARIANCE MODELS

Parsimony-Based Tree Fitting

Not long ago, the HVM seemed to be the only relevant model in phylogenetic biogeography. The explanation for this goes back to the origin of the field in the 1960s, when vague dispersal explanations dominated the scene. The emerging generation of phylogeneticists contrasted vicariance events, which left traces in phylogenies and therefore could be studied scientifically, with random dispersal (Humphries & Parenti 1999, Nelson & Platnick 1981). Later, it was realized that other models were also of interest in phylogenetic biogeography (Lieberman 2000, 2004; Sanmartín & Ronquist 2004), but the HVM remains the model of choice for many empirical problems.

The problem of fitting organism phylogenies to area cladograms is analogous to problems in identifying host-parasite cospeciation and in folding gene trees into species trees (Page & Charleston 1998). The broad applicability has stimulated methodological development. Six types of events have been considered in the proposed methods (Figure 3a): (a) vicariance, by which an organism lineage speciates in response to an area split; (b) duplication, which corresponds to diversification within an area; (c) partial extinction (or sorting), which results in the presence of an organism lineage in only one descendant area; (d) (partial) dispersal, which results in an organism lineage establishing a sister lineage in an unrelated area; (e) complete extinction, by which an organism lineage completely disappears from an area; and (f) complete dispersal, by which an organism lineage switches from one area to another. Simple parsimony methods cannot address the last two because of the limitations of cost optimization (Ronquist 2003), so they necessarily focus on the first four.

To assign costs to each of these events in a way that facilitates biogeographic analysis is not a simple task. If all events are assigned the same cost, then vicariance events never appear in optimal reconstructions (Ronquist 2003). A popular solution is to maximize vicariance, which is the same as assigning vicariance events a negative cost and all other events zero cost (Page 1995, Page & Charleston 1998). Unfortunately, maximizing vicariance may result in the postulation of an inordinate number of other events. For instance, with enough extinctions (at zero cost), every
Figure 3

Parsimony analysis of the hierarchical vicariance model (HVM). (a) Six different events could be considered in analyzing the HVM, but parsimony can retrieve only the first four (vicariance, duplication, partial extinction, and partial dispersal). (b–c) An example parsimony analysis of the HVM involving ratites and Southern Hemisphere biogeography (Pereira & Baker 2006). The organism tree, distributions, and HVM are displayed in a tanglegram (b). One possible reconstruction (c) is shown using standard symbols for parsimony-based tree fitting. It involves three duplications (squares), two vicariance events (circles), two sorting events (short transverse lines in the Tinamou lineage), and two dispersals (arrows and dashed lines). Abbreviations: AFR, Africa; AUS, Australia; NZE, New Zealand; SSA, Southern South America.

Single dispersal can be explained as a vicariance event. A particularly important consequence of this is that a moderate number of duplications can make it impossible to detect significant fit to the HVM (Ronquist 2003).

Generalized parsimony (Figure 3b,c), in which all events are assigned a positive cost, is more powerful (Ronquist 2003) than maximum vicariance, but one is left with the problem of estimating the exact costs to be used. Perhaps the best solution proposed thus far is to use random permutation tests, in which one randomly permutes the organism distributions in the phylogeny and compares the cost of fitting the permuted data sets to the HVM with the cost of fitting the original data. The optimal event costs are those that maximize the difference between the permuted and the original data (Ronquist 2003); that is, they maximize the possibility of detecting phylogenetically conserved distribution patterns. The optimal schemes typically assign low costs to duplication and vicariance and high costs to dispersal, relative to the cost of sorting events (Ronquist 2003). This makes sense in that both vicariance and duplication involve inheritance of distributional ranges, whereas dispersal and sorting events partly erase previous distributional history. Unfortunately, the method is computationally complex and can only suggest a range of optimal event costs, not pinpoint the best values.

Similar to island models, the HVM assumes that ancestors were restricted to single areas. However, these single distributional areas include not only the current areas but also the contiguous units they formed in the past according to the HVM. Distributional ranges comprising other
area combinations are not considered, and widespread extant taxa are therefore not necessarily compatible with the HVM. Sanmartín & Ronquist (2002) discuss this problem at length and suggest three alternative strategies for reconciling widespread taxa with the HVM.

There are few empirical examples of patterns that fit the HVM perfectly. Generalized parsimony methods often find a dominant pattern of duplication (within-area diversification) and few general vicariance events (Ahn et al. 2010, Bremer & Janssen 2006, Hosaka et al. 2008, Huttunen et al. 2008, Pirie et al. 2010). The breakup of southern Gondwana in the Mesozoic is perhaps the most famous HVM, but in a large analysis we showed that only animal distributions actually fit an HVM (Sanmartín & Ronquist 2004). Plant patterns, in particular the close relationship between the New Zealand and Australian flora, are better explained by concordant dispersal following the West Wind Drift, which moves waters and winds from east to west around Antarctica. These findings stirred a lively debate that involved discussions on the roles of prevailing winds and ocean currents in causing these patterns (Cook & Crisp 2005, De Queiroz 2005, Sanmartín et al. 2007, Vanderpoorten et al. 2010, Waters 2008), on the origins of New Zealand’s present biota and the accuracy of current geological reconstructions (Giribet & Boyer 2010, Jolivet & Verma 2010, Wallis & Trawick 2009, Waters & Craw 2006), and on the appropriateness of parsimony-based tree fitting for inferring asymmetric dispersal patterns (Cook & Crisp 2005, Sanmartín et al. 2007).

Most parsimony-based analyses of the HVM ignore information about the timing of splits, even though such information is crucial in testing vicariance hypotheses. In recent years, it has become standard practice to complement HVM analyses with separate analyses of divergence times. In principle, timing information could also be incorporated into the parsimony analysis itself, but apparently this methodology remains to be developed in detail.

### Parametric Tree Fitting

The HVM still has not been treated statistically, but recent progress in addressing related models is promising. The model that is closest to the HVM is probably the one used in analysis of the evolution of gene families. As genomes evolve, individual genes are duplicated or lost through events that affect small or large regions of the genome, and in extreme cases the entire genome. Occasionally, foreign genes also become incorporated through the process of horizontal gene transfer (HGT).

To trace the evolution of a gene family (a set of related genes in the genome) inside a species tree (whole-genome tree), we need to consider the processes of duplication, loss, and HGT, which affect individual genes, and the processes of speciation and extinction, which affect the lineages carrying the genomes, that is, all genes. In the first statistical approach to this problem, Arvestad et al. (2003) used a birth-death model for gene duplication (birth) and gene loss (death), whereas speciation was assumed to result in identical copies of the ancestral genome. To simplify the problem, they did not consider HGT or sequence evolution. In subsequent papers (Åkerborg et al. 2009, Arvestad et al. 2004), many important computational advances were made, and the model was expanded to include sequence evolution and relaxation of the clock. Unfortunately, it still has not been possible to accommodate HGT.

The analogy to the HVM is straightforward: duplication corresponds to diversification within areas, loss to extinction, HGT to dispersal, and splits in the species tree to hierarchical vicariance events. The birth-death model is an appropriate choice for modeling diversification and extinction in the HVM. However, few investigators would be willing to analyze the HVM without considering dispersal, so incorporation of HGT is a prerequisite for gene family methods to be applicable to realistic biogeography problems. Nevertheless, phylogenetic biogeographers clearly should follow this field closely.
Furthermore, there has been recent progress on the problem of fitting trees describing the evolution of gene copies, which we refer to as allele trees, into species trees. Both gene family trees and allele trees are referred to as gene trees in the literature, but they are quite different. Alleles occupy the same locus in the genome but on different copies of the chromosome, whereas gene family members occupy different loci on the same chromosome. In organisms with sexual reproduction, allele trees tend to differ from species trees because of lineage sorting, introgression, and hybridization. Incomplete lineage sorting is similar to partial extinction in the HVM, the origin of new alleles to duplication, and introgression and hybridization to dispersal. Modeling the evolution of alleles in populations is almost always based on the coalescence model, which is an approximation of basic population genetics models. Folding allele trees into species trees relies on extending the coalescent to multispecies contexts (Edwards et al. 2007, Heled & Drummond 2010). However, the coalescent is probably a poor fit to the diversification processes considered in biogeographic analysis, which makes allele tree models less interesting in phylogenetic biogeography. Introgression and hybridization also have not been included in these models, further restricting their utility in biogeographic analysis.

In addition, one might have expected recent progress on the statistical analysis of host-parasite cospeciation, yet another field using models analogous to the HVM. However, little appears to have happened after the pioneering paper by Huelsenbeck et al. (2000). The model considered in that paper does accommodate dispersal (host switches), but it restricts ancestral hosts to being inhabited by a single parasite lineage at a time. The analogy would be to restrict each area in a biogeographic analysis to occupation by a single representative of each studied organism group; it is difficult to come up with biogeography problems in which such an assumption would be defendable.

**RETTICULATE MODELS**

**Dispersal-Vicariance Analysis (DIVA)**

In HVM and island models, each lineage is assumed to occupy a single area at any one point in time, but it is often plausible that some lineages are more widespread. Speciation in such widespread lineages presumably frequently results in subdivision of the original range through vicariance (allopatric speciation). These vicariance events could be shared across organism groups, but they could also be peculiar to individual lineages. For instance, the appearance of a desert might effectively isolate flightless forms but not fully winged ones of the same group. If one does not know how areas were connected in the past, it might be reasonable to allow all combinations of areas as potential ancestral distributions and all possible splits between areas as potential vicariance events.

Dispersal-vicariance analysis (DIVA) is a parsimony method that takes this approach (Figure 4a). Distributions are modeled in terms of unit areas; a lineage can occupy one or more of these in any combination. Speciation occurs either by vicariance, that is, the partitioning of an ancestral set of areas into two disjoint subsets, or by diversification within a single area, as in the island model. These cladogenetic (node) events are both assigned zero cost. On top of this, lineages can expand their range by adding unit areas to their distribution (cost one per unit area added), or their range can shrink through local extinction (cost one per unit area deleted); these are anagenetic (branch) events.

Despite their simplicity, DIVA reconstructions often approach intuitive analyses that consider multiple lines of evidence. Therefore, DIVA has become a popular technique for reconstructing the biogeographic history of organisms when it is not feasible or desirable to take evidence from other organisms or geological history into account (Barber & Bellwood 2005, Prieto-Marquez 2010) or when the geological history does not conform to the HVM.
### Figure 4

(a) Both dispersal-vicariance analysis (DIVA) (Ronquist 1997) and dispersal-extinction-cladogenesis (DEC) (Ree et al. 2005) are reticulate models that include anagenetic and cladogenetic events. The anagenetic events in both models are the same, but the models differ slightly in the cladogenetic events they allow.

(b) The geological state speciation and extinction (GeoSSE) model combines DEC with an explicit model for speciation and extinction, thus providing a complete probabilistic description of DEC. The state transition graph for a GeoSSE model on two areas, A and B, describes the rates of speciation in A and B (\(s_A\) and \(s_B\)), the rates of extinction in A and B (\(x_A\) and \(x_B\)), the rate of between-area vicariance (\(s_{AB}\)), and the rates of dispersal from A to B (\(d_{AB}\) and \(d_{BA}\)). Some transitions involve addition or subtraction of lineages (dashed arrows) and not regular state transitions, which makes it impossible to treat GeoSSE using the standard computational machinery for finite-state Markov chains. (c) A probabilistic version of DIVA for two areas is similar, except that transitions corresponding to peripatric speciation are absent.

(Mansion et al. 2008, Oberprieler 2005, Sanmartín 2003). Occasionally, the DIVA model is confused with the HVM (Biswas & Pawar 2006, Morrone 2009, Ree et al. 2005), which is understandable because the HVM is subsumed as a special case under DIVA. However, dispersal and extinction are modeled differently in DIVA and in the HVM (range expansion and contraction versus speciation-coupled dispersal and sorting; Figures 2 and 4).

A consequence of the simplicity of DIVA is a lack of power. For instance, extinction events never appear in optimal DIVA reconstructions (Ronquist 1996). Furthermore, DIVA tends to
The Dispersal-Extinction-Cladogenesis Model

A statistical approach to reticulate models was first proposed in a groundbreaking paper from Ree et al. (2005). Ree & Smith (2008) later developed the mathematical and computational foundations of ML inference under the method. The method is based on the dispersal-extinction-cladogenesis (DEC) model, which is similar to the DIVA model (Figure 4).

As in DIVA, the anagenetic events in DEC are range expansion and contraction, which are modeled using a conventional CTMC. In the simplest case, the rates of dispersal and local extinction are the same for all areas and time intervals, but both spatial and temporal variation in the rates may be accommodated (Buerki et al. 2011, Ree & Smith 2008, Ree et al. 2005, Salvo et al. 2010).

With respect to cladogenetic events, both methods allow diversification within a single area and disallow simultaneous speciation across multiple areas (Figure 4a). When the ancestral range includes two or more areas, however, the methods differ. DEC requires that between-area vicariance events separate a single area from the remainder of the ancestral range (alloperipatric speciation), whereas DIVA also permits classical vicariance events in which each daughter occupies more than one area. Furthermore, unlike DIVA, DEC allows speciation within one area of a wide ancestral range, which results in one descendant occupying the area of speciation whereas the other inherits the entire range (peripatric speciation).

Ree et al. (2005, p. 2302) say that allowing vicariance with multiple areas on each side, as in DIVA, “invokes a historical event without considering the spatial and temporal context, and we wish to avoid making this kind of ad hoc hypothesis.” However, spatial and temporal contexts can be considered—or ignored—with both DIVA and DEC. The question that begs an answer is how stochastic DIVA and DEC models (and other reticulate models) would stack up against one another. Which model describes empirical data best? Comparing parsimony results from DIVA with ML results from DEC (Buerki et al. 2011, Clark et al. 2008) can produce only limited insights into this question.

The DEC model can be extended by incorporating fossil and geological information into the rate matrix, which is allowed to vary over time (Ree & Smith 2008, Ree et al. 2005). Dating uncertainty can be accommodated by integrating DEC reconstructions over a BI posterior sample of dated trees (Smedmark et al. 2010, Smith 2009). Recent studies show that dating uncertainty can
have a profound influence if a stratified model is used to pose temporal constraints on area connectivity and dispersal routes (Buerki et al. 2011, Smith 2009). Complex stratified paleogeographic models also can cause various other types of problems in DEC analyses (Buerki et al. 2011).

Goldberg et al. (2011) combine DEC with an explicit model of speciation and extinction of lineages. The result is GeoSSE (geological state speciation and extinction), a model inspired by the binary state speciation extinction model (FitzJohn et al. 2009, Maddison et al. 2007). Lineage extinction is not considered a unique type of event in GeoSSE; it is simply the consequence of local extinction in a species restricted to a single area. In a model of two areas, A and B, speciation is treated using three different rates, $s_A$, $s_B$, and $s_{AB}$; the first two correspond to speciation within areas and the third to vicariance between areas. Other parts of the model correspond to DEC (Figure 4b).

GeoSSE cannot be tackled using standard computational machinery because of the intimate connection between state transitions on one hand and speciation-extinction on the other; slower numerical methods must be used instead. Nevertheless, ML or BI results can be obtained given that the state space is sufficiently small and the phylogenies of moderate size. Goldberg et al. (2011) apply GeoSSE to the evolution of habitat occupancy in Californian plant communities, contrasting chaparral and forest. They find higher rates of speciation in chaparral and evidence for expanding habitat tolerances, nicely demonstrating both the utility of GeoSSE and that biogeographic areas need not be circumscribed solely on the basis of geographic coordinates or geological features.

The DEC and GeoSSE models are arguably the most realistic of the stochastic models considered in historical biogeography thus far, but their fundamental properties are still poorly understood. For instance, it is impossible to derive the equilibrium state of the DEC model because it is incomplete: it does not explicitly model the rate of speciation even though speciation affects distributions (Figure 4a). The GeoSSE model provides a complete probabilistic description of the biogeographic process, but it is rather complicated to derive its equilibrium state, and this has not yet been attempted, not even for the two-area case. This causes computational problems, which have been addressed thus far using unorthodox ad hoc procedures (Goldberg et al. 2011; see also FitzJohn et al. 2009).

Because of the complexity of the DEC and GeoSSE models, statistical power is a concern. Simulations performed by Ree & Smith (2008) indicate that DEC analyses estimate extinction rates as close to zero regardless of their true value and that estimated dispersal rates are biased downward. The GeoSSE model fared better in similar studies (Goldberg et al. 2011), but part of the reason may be the restricted state space considered in those analyses (two areas).

The state space of DEC and GeoSSE (as well as DIVA) is cumbersome, which has been discussed repeatedly in the literature. For $n$ unit areas, these models consider $2^n - 1$ states (all possible area combinations except complete absence), a number that grows quite quickly with increasing $n$. In practice, it is difficult to perform ML inference under DEC with more than seven or eight areas (corresponding to approximately 250 states) unless one restricts attention to only the most relevant area combinations (Salvo et al. 2010). Even with such constraints, there will be an inordinate number of parameters if each area is to have its own dispersal and extinction rates.

**SUMMARY POINTS**

1. Four classes of models have been considered in phylogenetic biogeography: (a) diffusion models, (b) island models, (c) HVM models, and (d) reticulate models.
2. Both parsimony and statistical methods (BI and ML) can be used for inference under these models. The full power of parsimony methods has not yet been explored; nevertheless, statistical approaches are rapidly gaining in popularity. Advantages include flexibility in expanding biogeographic models to incorporate related processes and the availability of well-developed computational machinery for BI or ML inference under many types of models.

3. The diffusion model is primarily suited for phylogeographic analysis but can also offer insights into geographic discontinuities of significance on longer time scales.

4. Statistical approaches (ML and BI) to the island model are well developed and typically offer more detailed insights than parsimony analysis for both organism-focused (taxon biogeography) and process-focused (area biogeography) studies.

5. Parsimony may be the best option for HVM analysis, because existing statistical approaches do not accommodate dispersal in a realistic fashion.

6. Statistical approaches to reticulate models are still in their infancy. Only a couple of models have been explored, and they are still poorly understood. Even so, these models probably do the best job currently of integrating diversification processes into biogeographic analysis.

FUTURE ISSUES

1. Statistical analysis of island models should be extended to allow dispersal rates and carrying capacities to change over time.

2. There is a need to develop statistical approaches to the HVM that incorporate realistic models of dispersal.

3. The equilibrium dynamics and statistical power of the DEC and GeoSSE models should be studied in more detail.

4. The reticulate model space needs to be better explored. Does DIVA, DEC, or another variant offer the best fit to empirical data?

5. Across the board, there is a lack of understanding of the power of different statistical approaches to biogeographic analysis. Both theoreticians and empiricists need to address this.

6. The flexibility of stochastic modeling should be used to further expand biogeographic models by incorporating potentially relevant processes. Examples include speciation, extinction, competition, population-genetic processes, geological events, and climate change.
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